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Аннотация - Поставлена задача аналитического обучения искусственной нейронной сети (ИНС). Ее решение представлено в аналитической форме для синаптических весовых коэффициентов (СВК) как рекуррентная последовательность. Сходимость рекуррентной аппроксимации для двух схем приближения линией и квадратичной кривой обсуждается и доказывается.
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The development of physical rehabilitation and evidence-based medicine methods [1]-[5] has been determined by a large extent achievements associated with the success of creating databases and knowledge bases for each patient throughout the life. The transitions from data bases, which have been accumulated personal data over the years and quantitative data analysis at this moment to knowledge data bases [1], [4] generates knowledge and formulate a prediction of quantitative indicators of the patient state of health as a result of the proposed course of physiotherapy or treatment. This is especially actual, when transitioning characteristics of the database, which are built for certain types of treatment and conditions are determined by the data analysis to knowledge bases, what are formed during the rehabilitation of injured as a result of accidents and various wounded. The experience of the neural network application in general, defines its as one, that contains a list of promising prospects [1]-[5]. Success application of networks and neural networks in particular [2], to creation of knowledge databases is particularly attractive approach [4]-[5]. In addition, it should be notice, that use of neural network for building of regulators are constrained of small values speed of retraining directly during the regulatory process [3], [7]. However, existing methods for learning such networks is not those, what can to allow quickly determine of the SWC, so that they have to will be improved. The methods widely known in the literature are based on definition of gradients, back propagation error, genetic selection are quite slow. They do not work properly, especially in conditions of un-monotonicity and necessity of choice at the global level of minimum. Advances modeling [6], [7]-[10] and design [8]-[10], which achieved recently in [14]-[17], show that the method recurrent approximation (MRA) [14]-[15] with intellectualization of process analysis of functions behavior [16] can produce fast algorithms for oscillating processes [16], [17]. The first samples of application to analytical studies of ANN provided by MRA is done in [17], but the main problem, which is not solved until the present time - proving of convergences and comprising to type of proposed algorithms to analytical learning of ANN.

Thus, the generalization of system support of decision making for control of physiotherapy process and formulation of analytical expressions for SWC for arbitrary standards as recurrent sequence, mathematically proof of its existence and convergence for ordinary forms of activation function is the main purposes of this article.

To achieve this goal, the following tasks will be pointed, such as: to obtain the expressions for analytical calculation SWC, as a function of purpose for ordinary standards of neurons; to prove the existence and convergence recurrent sequence of analytical expressions for SWC of the control system of process; to receive solution as a sequence and demonstrate indicator of rapidity of convergence on the examples of two approaches: zero error of output to the reference values and requirement of minimizing the sum of squares error in reference values.

For presentation of the general problem of neural network training will be considered two cases: single-layer artificial neuron and multi-layered ANN.
A. Single-layer artificial neuron.

Let consider an artificial neuron, that contains $n$ inputs and one output. Assume, that all inputs are given at inputs of neuron from the output sensors as $n$ component vector $\bar{X}$. After amplification signal of each component, i.e. multiplication by the coefficients synaptic weights $\omega_{i}$ and shift the specified value $\omega_{0}$ is formed by predetermined activation function, which is denoted as $h(\bar{X})$, output $Y$. Suppose, that the output signal is a scalar quantity. Suppose, that after examining the phenomenon observed $M$ experimental facts. For these experiments, information about the values of all components of the vector of inputs and output are collected. We pose the problem to find the value of synaptic factors that ensure full compliance with the standards of exemplary or satisfy the requirement of a minimum sum of squared deviations from them.
We introduce $n$ dimensional space, that appears in the input vector $\bar{X}$ and output $Y$, then according to the structure of the neuron activation function argument will be $S$ scalar, linear combination of inputs shifted relative to the origin and which also appears in this space:
$S=\sum_{i=1}^{N} \omega_{i} x_{i}+\omega_{0}$.
We introduce an activation function assuming that it's continuous together with its derivatives and it's differentiable function, then the problem is reduced to the analytical study the problem of finding the roots of a scalar equation in the form:
$\delta_{m}=0 ; \quad i=\overline{1, N} ; \quad m=\overline{1, M}$,
where is denoted $\delta_{m}$ - error of output to the reference value $D_{m}$, which is
$\delta_{m}=D_{m}-h\left(\sum_{i=1}^{N} \omega_{i} x_{i m}+\omega_{0}\right)$,
and $x_{i m}, h\left(\bar{X}_{m}\right)$ - the value component of vector for standard input and an activation function, respectively, which belong to the indicated subscript. Established system of equations is complete in conditions, performance requirements: $M=N+1$.
The second version of the task is minimization of the sum of squared errors for all known examples of standard
$\min _{\omega_{i}} \sum_{m=1}^{M}\left[D_{m}-h\left(\sum_{i=1}^{N} \omega_{i} x_{i m}+\omega_{0}\right)\right]^{2} ; \quad i=\overline{1, N} ; m=\overline{1, M}$.
B. Multi-layered neural network

Consider an artificial neural network, which contains the $n$ inputs and $m$ outputs.
Assume that all inputs are given to neuron from the $n$ sensors and dials initial
conditions input $n$ component vector $\bar{X}$. The network contains $q$ layers of $N^{q}$ neurons in the layer. Each neuron from $q$ layer has inputs and outputs. Two neurons: first $i$ transmitting information over the course from $q-1$ layer is connected to the second example $j$ from $q$ layer characterized synaptic weights $\omega_{i j}^{(q)}$ and value of shift $\omega_{i 0}^{(G)}$. Suppose, that for $M$ experiments, information about the values of all components of the inputs and output vectors are collected. We set the problem to find the value of synaptic weights, what ensure full compliance with the standards of exemplary or satisfy the requirement of a minimum sum of squared deviations from them. We introduce $n$ dimensional space that appears in the input vector $\bar{X}$ and output $\bar{Y}$. Consider two neurons: first $i$ in direction of the transfer of information from the $q-1$ layer and the second $j$ series from $q$ layer. Output $i$ - th is the input to neuron $j$ - th, as a result of the way $S_{k j}^{q}$ - becomes to $j$ neuron as input value and its activation function $h_{k j}^{(q)}\left(S_{k j}^{q}\right)$ is equal to output $Y_{k j}^{(q)}$ :
$S_{k j}^{q}=\sum_{i=1}^{N_{k j}^{(q)}} x_{k j}^{(q)} \omega_{k j}^{(q)}+\omega_{k 0 j}^{(q)}=\sum_{i=1}^{N_{k i}^{(q)}} y_{k i}^{(q-1)} \omega_{k j}^{(q)}+\omega_{k 0 j}^{(q)} ; Y_{k j}^{(q)}=h_{k j}^{(q)}\left(S_{k j}^{q}\right) ; D_{k j m}=Y_{k j m}^{(Q)}$,
where subscript $k$ denoting affiliation to $k$ - th components of $N^{(q)}$ dimensional input and output vector. Given these designations, the analytical task learning neural network is reduced to two tasks to ensure zero error (2) or the problem of minimizing the sum of squares of errors (3) or combined - minimizing the squared error and zero error for selected standards, whose solution is presented for the first time in the works [17].
Thus, for analytical studies neural network formulate three types of tasks. First - the problem is the exact configuration layer network last known configuration at the other layers
$\delta_{k i m}^{(Q)}=D_{k j m}-h_{k j}^{(q)}\left(S_{k j}^{q}\right)=0 ; i=\overline{1, N_{m}^{(Q)}} ; m=\overline{1, M}$,
where indicated $\delta_{\text {kim }}^{(\varrho)}-k$-component of the error vector output of $i$ - th neuron for $m$ - th standard, $N_{m}^{(Q)}$ - the number of neurons in the last layer $Q$. Second - the problem is the exact configuration of the last layer of the network and random selection method other customizable layers. Third - the problem of approximate configuration layers based on the requirement of minimizing the sum of squares error

$$
\begin{equation*}
\min _{\omega_{k i j}^{q}}^{\sum_{m=1}^{M}}\left[D_{k j m}-h_{j j}^{(q)}\left(S_{k j}^{q}\right)\right]_{; i=\overline{1, N_{m}^{(Q)}} ; m=\overline{1, M} ; S_{k j}^{q}=\sum_{i=1}^{N_{i j}^{(q)}} x_{i j}^{(q)} \omega_{k j}^{(q)}+\omega_{k 0 j}^{(q)}}^{\left.()^{2}\right)} \tag{5}
\end{equation*}
$$

## III. ANALYTICAL SOLUTION OF TRAINING NEURON PROBLEM

Problem (4) and (5) are reduced to the problem of finding roots of nonlinear equations, since the requirement of continuity activation function is implemented only as a non-linear continuous function. This same problem is reduced as problem
finding SWC, that a set as the problem of minimizing the sum of squares of errors (3) or (5). In [17] are demonstrated, what under differentiability of vector function (2), or the lefts parts of the system (4) is an effective MRA. Assume what all activation functions are continuous and $\mathrm{N}+1$ time differentiated, written sequence in a number of conditions (2) - first approach according to the MRA:

- for the scheme of approach by a linear

$$
\begin{align*}
& \left.+\left.\frac{1}{6} \sum_{j=1}^{N^{q}} \frac{\partial}{\partial} \omega_{k j}^{(q)} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right.}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)}=a}\right]+\ldots .+=0 ; a=\omega_{k j p}^{(q)} ; k=\overline{1, N_{j}^{(Q)}} ; j=\overline{1, N^{(Q)}} ; m=\overline{1, M} ; \tag{6}
\end{align*}
$$

- for the scheme of approach by a quadratic curve

$$
\begin{align*}
& {\left.\left[h_{k j}^{(q)}\left(S_{k j}^{q}\right)-D_{k j m}\right]\right|_{\omega_{k j}^{(q)}=a}+\left.\sum_{j=1}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)}=a}+\frac{1}{2} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \times} \\
& \times\left[\left.\frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)}=a}+\left.\frac{\partial}{3 \partial \omega_{k j}^{(q)}} \sum_{j=1}^{N_{j}^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right.}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)}=a}\right]=0 ; k=\overline{1, N_{j}^{(Q)}} ; j=\overline{1, N^{(Q)}} ; m=\overline{1, M .} \tag{7}
\end{align*}
$$

Solution of nonlinear system (6) shall be introduced in the form of recurrent sequences for determining $p+1$-th approach values of approximation of SWC $\omega_{k p+1}^{(q)}$ with layer $q$ for the $p+1$ - th by MRA cubic approximation:

- for the scheme of approach by a linear

$$
\begin{align*}
& \omega_{k s p+1}^{(q)}=\omega_{k s p}^{(q)}-\left\{\begin{array}{l}
{\left.\left[h_{k j}^{(q)}\left(S_{k j}^{q}\right)-D_{k j m}\right]\right|_{\omega_{k j}^{(q)}=a}+\left.\sum_{j=1, j \neq s}^{N q} \Delta \omega_{k j p+1}^{(q)} \frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)}=a}+\frac{1}{2} \sum_{j=1, j \neq s}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \times} \\
\left.\times\left.\sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)}=a}+\frac{1}{6} \cdot \sum_{j=1, j \neq s}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \times \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial h_{k j}^{(q)}}{\partial \omega_{k j}^{(q)}} S_{k j}^{q}\right) \\
\omega_{k j=a}^{(q)=a}
\end{array}\right\} \times \\
& \times\left[\left.\frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)}=a}+\left.\frac{\partial}{2 \partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j=a}^{(q)}}+\frac{\partial}{6 \partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \times\left.\sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)=a}}\right]^{-1} \\
& k=\overline{1, N_{j}^{(Q)}} ; j=\overline{1, N^{(Q)}} ; s=\overline{1, N^{(Q)}} ; j \neq s . \tag{8}
\end{align*}
$$

It should be noted, that the summation should be considered a condition $j \neq s$ that arises as a result of the transposition terms on the right side of the equation to the left. For the solution of the problem using cubic approximation for scheme of approach by
a quadratic curve will create recurrent sequence to determine $p+1$ - th value approximation ratio synaptic weights $\omega_{\text {ksp }+1}^{(q)}$
$\omega_{k j p+1}^{(q)}=\omega_{k j p}^{(q)}-\frac{B_{k j p}^{(q)}}{2 A_{k j p}^{(q)}} \pm \sqrt{\left(\frac{B_{k j p}^{(q)}}{2 A_{k j p}^{(q)}}\right)^{2}-\frac{F_{k j p}^{(q)}}{A_{k j p}^{(q)}}}$,
where are indicated
$A_{k j p}^{(q)}=\frac{1}{2} \frac{\partial}{\partial \omega_{k s}^{(q)}}\left[\left.\frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k s}^{(q)}}\right|_{\omega_{k j}^{(q)}=a}+\left.\frac{\partial}{3 \partial \omega_{k s}^{(q)}} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)}=a}\right] ; B_{k j p}^{(q)}=\left.\frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)}=a} ; a=\omega_{k j p}^{(q)} ;$
$F_{k j p}^{(q)}=\left.\left[h_{k j}^{(q)}\left(S_{k j}^{q}\right)-D_{k j m}\right]\right|_{\omega_{k j}^{(q)=a}}+\left.\sum_{j=1, j \neq s}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\right|_{\omega_{k j}^{(q)}=a}+\frac{1}{2} \sum_{j=1, j \neq s}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1, j \neq s}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \times$

It should likewise be noted, that the summation should be considered a condition $j \neq s$, what arises as a result of the transposition terms on the right side of the equation to the left.
Solution of the problem of minimizing the sum of squared errors is also feasible using the method of recurrent approximation [14]-[16]. To implement of its firstly derivative condition (5) as a function for each of the SWC, and then substitute out into the left side series by the MRA are written based on the second approach requirement of minimizing the sum of squares error:

- for the scheme of approach by a linear

$$
\begin{align*}
& \left.\sum_{j=1}^{N^{q}}\left\{\frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\left[D_{k j m}-h_{k j}^{(q)}\left(S_{k j}^{q}\right)\right]\right\}\right|_{\omega_{k j}^{(q)}=a}+\sum_{j=1}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \times\left.\frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}}\left\{\frac{\partial h_{k j}^{(q)}}{\partial \omega_{k j}^{(q)}}\left[D_{k j m}^{q}-h_{k j}^{(q)}\left(S_{k j}^{q}\right)\right]\right\}\right|_{\omega_{k j}^{(q)}=a}+ \\
& +\frac{1}{2} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \times\left.\sum_{j=1}^{N^{q}}\left\{\frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\left[D_{k j m}-h_{k j}^{(q)}\left(S_{k j}^{q}\right)\right]\right\}\right|_{\omega_{k j}^{(q)}=a}+  \tag{10}\\
& +\frac{1}{6} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \times\left.\frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}}\left\{\frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\left[D_{k j m}-h_{k j}^{(q)}\left(S_{k j}^{q}\right)\right]\right\}\right|_{\omega_{k j}^{(q)}=a}=0 ; \\
& k=\overline{1, N_{j}^{(Q)} ; \quad j=\overline{1, N^{(Q)} ;} \quad m=\overline{1, M} ;}
\end{align*}
$$

- for the scheme of approach by a quadratic curve
$\left.\sum_{j=1}^{N^{q}}\left\{\frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\left[D_{k j m}-h_{k j}^{(q)}\left(S_{k j}^{q}\right)\right]\right\}\right|_{\omega_{k j}^{(q)}=a}+\sum_{j=1}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \times\left.\frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}}\left\{\frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\left[D_{k j m}-h_{k j}^{(q)}\left(S_{k j}^{q}\right)\right]\right\}\right|_{\omega_{k j}^{(q)}=a}+$

$+\frac{1}{6} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p+1}^{(q)} \frac{\partial}{\partial \omega_{k j}^{(q)} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p+1}^{(q)}} \frac{\partial}{\partial \omega_{k j}^{(q)} \sum_{j=1}^{N^{q}} \Delta \omega_{k j p}^{(q)} \times\left.\frac{\partial}{\partial \omega_{k j}^{(q)}} \sum_{j=1}^{N^{q}}\left\{\frac{\partial h_{k j}^{(q)}\left(S_{k j}^{q}\right)}{\partial \omega_{k j}^{(q)}}\left[D_{k j m}-h_{k j}^{(q)}\left(S_{k j}^{q}\right)\right]\right\}\right|_{\omega_{k j}^{(q)}=a}=0 ; ~}$
$k=\overline{1, N_{j}^{(Q)}} ; j=\overline{1, N^{(Q)}} ; m=\overline{1, M}$.


## IV. THE ASSESSMENT OF CONVERGENCE.

Denote for simplicity and compactness of presentation and recording of the left side of conditions (6) or (10) the general expression $L(\omega)$. An algorithm of solution considered equations is a sequence, that under the conditions of existence convergence in general will the both sided and quadratic [9],[12]-[16]. For this scheme of approach by a linear we can write:

$$
\omega_{n+1}=\omega_{n}-\frac{L\left(\omega_{n}\right)}{L^{\prime}\left(\omega_{n}\right) V\left(\omega_{n}\right)} \text {, where is noticed: } V\left(\omega_{n}\right)=\left[1+\left.\sum_{k=2}^{N} \frac{1}{(k)!} \frac{d^{k} L_{i}(\omega)}{d \omega^{k}}\right|_{x=\omega_{n}} \frac{1}{L^{\prime}\left(\omega_{n}\right)}\left(\Delta_{n}\right)^{k-1}\right] .
$$

Let denote $\omega^{*}$ the root to which tends solution of system (6) or (7) and let suppose, what a function $L(\omega)$ is integrated within square in the range $\left[\omega_{0}, \omega^{*}\right]$, then norm can be introduced

$$
\|L(\omega)\|=\left[\int_{\omega_{0}}^{\omega^{*}}[L(\omega)]^{2} d \omega\right]^{1 / 2}
$$

For this conditions value of error of solution can be estimated as:
$\left\|\omega_{n+1}-\omega_{n}\right\|=\left\|\frac{L\left(\omega_{n}\right)}{L^{\prime}\left(\omega_{n}\right) V\left(\omega_{n}\right)}\right\|$ or $\frac{\left\|L\left(\omega_{n}\right)\right\|}{\left|L^{\prime}\left(\omega_{n}\right) V\left(\omega_{n}\right)\right|_{\max }} \leq\left\|\omega_{n+1}-\omega_{n}\right\| \leq \frac{\left\|L\left(\omega_{n}\right)\right\|}{\left|L^{\prime}\left(\omega_{n}\right) V\left(\omega_{n}\right)\right|_{\text {min }}}$.
Minimum and maximum can be determined as forms:
$\left|L^{\prime}\left(\omega_{n}\right) V\left(\omega_{n}\right)\right|_{\min }=\left|L^{\prime}\left(\omega_{n}\right)\right|_{\min } ;\left|L^{\prime}\left(\omega_{n}\right) V\left(\omega_{n}\right)\right|_{\max }=\left|L^{\prime}\left(\omega_{n}\right)\right|_{\max }+\left.\sum_{k=2}^{N} \frac{1}{(k)!}\left|\frac{d^{k} L_{i}(\omega)}{d \omega^{k}}\right|_{x=\omega_{n}}\right|_{\max }\left(\Delta_{n}\right)^{k-1}$.
Thus, maximum of the second derivative of $L\left(\omega_{n}\right)$ at a point of the root determines the speed of convergence, and therefore a third derivative $L\left(\omega^{*}\right)$ at a point on the root determines the speed of convergence and the convergence is quadratic and both sided.
Now consider scheme of approach by a quadratic curve of (7) or (11) [13]-[16]. The proof of quadratic convergence would be made in two ways. The first - is to find the
boundary, and then study its behavior. The second calculation is made of the function of recurrent transformations.
So let us assume that all activation functions and as result $L(\omega)$ are continuous and $\mathrm{N}+1$ time differentiated under $B(\omega) \rightarrow 0$ the borders of ratios:
$\lim _{B(\omega) \rightarrow 0} \frac{L^{\prime}(\omega)}{B(\omega)}$, with, $\lim _{B(\omega) \rightarrow 0} \frac{L(\omega)}{B(\omega)}$ - exist and $\lim _{B(\omega) \rightarrow 0} \frac{2 L(\omega) B(\omega)}{\left[L^{\prime}(\omega)\right]^{2}}<1$, where is indicated
$B(\omega)=\left.2 \sum_{k=2}^{m} \frac{\partial^{k} L(\omega)}{\partial \Delta^{k}}\right|_{\Delta=0} \frac{\Delta_{n-1}^{k-2}}{k!}$
Under these conditions for scheme of approach by a quadratic curve solution can be simplified and written:
$\omega_{n+1}-\omega_{n}=-\frac{L^{\prime}(\omega)}{B(\omega)}\left[1 \mp \sqrt{1-\frac{2 L(\omega) B(\omega)}{\left[L^{\prime}(\omega)\right]^{2}}}\right]$,
and under additional conditions for the assumption of convexity features the latest will have simplified border

$$
\lim _{B(\omega) \rightarrow 0}\left(\omega_{n+1}-\omega_{n}\right)=-\frac{L(\omega)}{L^{\prime}(\omega)}, \quad\left\|\lim _{B(\omega) \rightarrow 0}\left(\omega_{n+1}-\omega_{n}\right)\right\|=\lim _{B(\omega) \rightarrow 0}\left\|\omega_{n+1}-\omega_{n}\right\|=\left\|\frac{L(\omega)}{L^{\prime}(\omega)}\right\| .
$$

Thus, for the border we have result equal to a linear approximation scheme with linear approximation, rate of convergence of which as it's shown in [9],[12]-[17] is both sided and quadratic.
Let we prove by another approach, that quadratic approximation schemes generally occurs both sided and quadratic convergence. We introduce the notation:
$\omega_{n+1}-\omega_{n}=-\frac{L^{\prime}\left(\omega_{n}\right)}{B\left(\omega_{n}\right)} \pm \sqrt{\left[\frac{L^{\prime}\left(\omega_{n}\right)}{B\left(\omega_{n}\right)}\right]^{2}-\frac{2 L\left(\omega_{n}\right)}{B\left(\omega_{n}\right)}}$.
Apply directly definition of norm to deference of two serial solutions for roots of system and compute its value at the point of root we obtain:
$\left\|\omega_{n+1}-\omega_{n}\right\|=\left\|-\frac{L^{\prime}\left(\omega_{n}\right)}{B\left(\omega_{n}\right)} \pm \sqrt{\left[\frac{L^{\prime}\left(\omega_{n}\right)}{B\left(\omega_{n}\right)}\right]^{2}-\frac{2 L\left(\omega_{n}\right)}{B\left(\omega_{n}\right)} \|}\right\| \leq\left\|\frac{L^{\prime}\left(\omega_{n}\right)}{B\left(\omega_{n}\right)}\right\| \pm\left\|\left[\frac{L^{\prime}\left(\omega_{n}\right)}{B\left(\omega_{n}\right)}\right]\right\|\left(\frac{L(\omega) B(\omega)}{\left[L^{\prime}(\omega)\right]^{2}}-1\right)=\frac{L(\omega)}{L^{\prime}(\omega)}$.
This result shows, that only for sine minus in the case of quadratic approximation scheme is converge and it's both sided and quadratic, and its speed substantially depends from the properties of the activation function and the type of task and less from schemes of approximation. Thus, for considered problems of analytical learning to the synthesis of a neural network for process control physical rehabilitation, value of error is predetermined by the maximum value of the third and lowest value of fourth derivative of activation function. In other case, for the problem of minimizing the sum of squares error, speed, of convergence is predetermined by maximum value of fourth derivative and lowest minimal value of fifth derivative. This specific results are formulated requirements for units of control system of physical rehabilitation.

The consideration of two schemes of approach by a linear and quadratic curve is demonstrated formally equal results at the point $\omega^{*}$ of solution under existence and boundedness of $L\left(\omega_{n}\right)$ and $L^{\prime}(\omega)$ functions. Practically speed of convergence of the sequence of solutions generated is determined by the evaluation of maximum derivatives of functions activation. That's why estimation of maximum of $\left|L\left(\omega_{n}\right)\right|_{\max }$ and $\left|L^{\prime}(\omega)\right|_{\text {min }}$ in the range of definition of components input vector will be indicate rapidity of convergence for different schemes of approximations and form of activation functions.

## CONCLUSIONS

1 The task of analytical learning of neural network is reduced to analytical recurrent sequence as solutions a system of nonlinear algebraic equations.
2 The speed of convergence of solutions as the sequence is determined by the evaluation of maximum derivatives of functions activation and can be estimated as inequality relations.
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