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With the growing popularity of bandwidth consuming applications such as cloud computing or online gaming, computation has moved from the distributed devices towards data centers. This puts pressure on the capacity of short-range data center optical interconnects. An interconnect includes a driver circuit, VCSEL, MMF, and a photodiode (PD). High bandwidth multimode 850 nm GaAs VCSELs are typically used in the interconnects to satisfy the high-speed requirement. The capacity of such 850 nm VCSEL-MMF links, defined as bandwidth–distance product, is limited by modal and chromatic dispersion effects. Increasing the speed lowers the achievable transmission distance; conversely, longer links can only operate at lower bitrates. Currently, 10 Gb/s VCSELs are used in data centers and they support the optical links up to 300 m. However, with the 25 Gb/s optical interconnects becoming available the transmission distance becomes limited to 100 m. The majority of the existing data center connections are below 100 m. Yet, a solution for an improved link capacity is required to support future interconnects speeds (40 Gb/s), increasing data center sizes, and already implemented longer links (100 m – 300 m). Installing parallel lanes is a popular approach. Although viable, this solution is short-term because the optical packaging of components with multiple lanes becomes increasingly complex and there is no sufficient space for the interconnect ports. Moreover, the rewiring is costly and the space in the data centers is limited.

Research efforts towards more efficient and scalable data center architectures have focused primarily on high bandwidth connectivity between as many pairs of servers as possible. However, recent work has shown that traffic patterns for which such connectivity would be beneficial are not ubiquitous and a slightly oversubscribed network can meet most applications demands. Therefore, adopting a hybrid interconnect consisting of a standard packet-switched network provisioned for the average case, plus additional optical circuit links which can be dynamically assigned on an on-demand basis in order to off-load large network traffic, can significantly improve performance.
The challenge for datacenter architects then becomes how to seamlessly integrate optical and packet switching into a unified control plane, in a way that new technologies can be incorporated as they emerge (e.g. through softwarization of optical devices). Software-Defined Optical Networking (SDON) must take a holistic approach to network management, incorporating different technologies under a unified control plane, able to effectively leverage both the high-speed processing of electronics, and the higher capacity, lower power consumption of optics.

Recent developments based on IT technologies for datacenters, on which network, compute, and storage resources can be clustered together under the management of a single resource orchestrator, can add another layer of abstraction that allows physical resources to be virtualized into a pool, enabling more flexibility, easy scale-out, faster service deployments and multi-tenant architectures. Network Function Virtualization (NFV) techniques together with SDN can be leveraged to enable programmability and dynamic service instantiation at the network layer, as well as network virtualization. In the datacenter context there are several challenges to be considered such as Virtual Network Function (VNF) placement and Service Function Chaining (SFC) techniques that minimize the impact on the overall network performance. On multi-tenant deployments new issues arise such as how to provide efficient provisioning, management and control of virtual and physical resources, independent programmability of virtual networks, and reliable traffic isolation. In addition, in order to cope with the fast growing demand for bandwidth and network capacity, as well as with the growing presence of multiple access points in geographically distributed data centers for hosting modern applications, optical networking and inter- datacenter communication must be considered in virtualized substrates.

Security and privacy are pivotal issues in future networks as software-based management and virtualization become predominant and create new vulnerabilities. There are many concerns regarding security of cloud-stored data or messages exchanged between applications in cloud systems. In order to increase the security level of critical applications physical layer based cryptography is at the forefront of academic research in the area. In particular, Quantum Key Distribution (QKD) is a promising technology that explores the quantum physical properties of optical signals, and relies on the principles of quantum physics to create a very reliable cryptography scheme. Network architectures involving QKD have been recently proposed as well as SDN-based quantum-aware networks [9]. How to efficiently integrate QKD in modern software-defined, cloud-based network architecture remains an open challenge.

When it comes to intra data center technologies and network architecture, one topic of our research focused on new internal network topologies. With a prediction that puts more and more pressure on east-west traffic loads, network topologies initially used in parallel computing were investigated as suitable alternatives. Hypercube and torus (Figure 1), two highly interconnected topologies, were analysed from a size, performance and cost perspective [10].
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Figure 1 Torus (a) and Hypercube (b) topologies
Replicating the networks in a simulation environment (NS3) and subjecting them to uniformly distributed traffic, routed by conventional shortest path algorithms, we are able to extract relevant statistics related to average throughput, latency and loss rate. In our simulations we observed that, as the number of nodes grows and the size of the network is increased by a factor of 32, the resource contention also gets higher the bandwidth allocation per node decreases. In the case of hypercube the decrease was only about 5% compared to 16% for the 3D torus – Figure 2. The same trend is also observable in the evolution of average latency and lost packets per connection – Figure 3, Figure 4. The performance measurements are supported by similar predictions of abstract metrics: bisection bandwidth, diameter, average distance and node order.

A comparative infrastructure cost analysis for implementing the packaging strategies reveals that there is a shift between the two, with the torus being more costly than the hypercube for networks below 64 nodes and the hypercube having a faster growth rate beyond this limit. This conclusion is based on the total number of links, bisection width and node degree.
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Figure 2 Throughput per Node
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Figure 3 Average Latency
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Figure 4 Lost Packets Rate
Furthermore, we focused on introducing an SDN framework.  To show how the SDN implementation measures against a conventional Spanning Tree Protocol enabled network, we evaluated torus and hypercube in both scenarios under the same traffic conditions, using identical virtual switches running on the same platform. We observed that implementing SDN architecture brings a significant performance boost in both torus and hypercube, by taking advantage of the multitude of redundant links. As expected, the growth of the networks and the rise of communication links lead to a decrease in connection performance. However, with the use of SDN technology, networks exhibit better consistency to the scaling effect.

We proposed hardware and software architecture based on SDN and standard protocols such as Open Flow and NETCONF for enabling topology management of hybrid electrical/optical switching datacenter, using a Micro Electrical-Mechanical System (MEMS)-based all-optical switching device managed by an SDON controller. We demonstrated performance gains for even a small percentage of overall “elephant” flow traffic steered through the optical circuits.

In a prototype emulation testbed we demonstrated Optical Connectivity as a Service delivered through network programming, including cross-layer management of packet sites interconnected by optical network, cross-domain Service Function Chaining and autonomous network control through Virtual Network Objects (VNOs).
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